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Who we are
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The Nicholas Institute at Duke University accelerates 
solutions to critical energy and environmental 
challenges, advancing a more just, resilient, and 
sustainable world.

The Nicholas Institute conducts and supports 
actionable research and undertakes sustained 
engagement with policymakers, businesses, and 
communities—in addition to delivering transformative 
educational experiences to equip future leaders. The 
Nicholas Institute’s work is aligned with the Duke 
Climate Commitment (climate.duke.edu). 

GRACE Lab’s research explores, assesses, and proposes 
technological, policy, and market approaches to contribute 
to the pursuit of sustainability, affordability, and reliability in 
the energy sector. 

Primary research areas:
• Characterizing sources of uncertainty that increase the 

financial and reliability risk of power systems, and 
designing risk management strategies

• Examining the possibilities and advantages of designing 
flexible policy mechanisms

• Assessing the economic, environmental, and reliability 
potential of low-emissions energy technologies

A Grid that is Risk-Aware 
for Clean Electricity

GRACE Lab

https://climate.duke.edu/
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Goals for Rethinking Load Growth

• Support regulators and stakeholders in identifying 
strategies to accommodate load growth without 
compromising reliability, affordability, or progress on 
decarbonization

• Provide informational resources and a first-order 
estimate of the potential for accommodating new 
loads while mitigating or deferring capacity 
expansion

• Motivate additional analysis to more precisely 
quantify headroom in each balancing authority

3
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Load flexibility offers a near-term solution
The US Secretary of Energy Advisory Board (SEAB) and the Electrical 

Power Research Institute (EPRI) have highlighted a solution: load 
flexibility.

4

“For immediate impact, the Secretary 
should direct relevant offices across DOE to 

explore opportunities for temporal and 
spatial flexibility in AI training and 

inference...”

“EPRI’s DCFlex Initiative will 
demonstrate how data centers can 

support and stabilize the electric grid 
while improving interconnection and 

efficiency.”
https://msites.epri.com/dcflex SEAB Recommendations (PDF) 

https://msites.epri.com/dcflex
https://www.energy.gov/sites/default/files/2024-08/Powering%20AI%20and%20Data%20Center%20Infrastructure%20Recommendations%20July%202024.pdf


Background
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AI data centers lead US electricity load growth

• Data centers could account 
for up to 44% of US 
electricity load growth 
through 2028

• AI workloads are projected 
to represent 50% to 70% of 
data center demand by 2030

• Hyperscale and large-scale 
colocation data centers 
account for the vast majority 
of growth

6

US data center electricity use by equipment type, 2014-2028

Source: Shehabi, A., et al. 2024 United States Data Center Energy Usage Report. 
Lawrence Berkeley National Laboratory, Berkeley, California. LBNL-2001637
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US data center electricity use by space type, 2014-2028

Source: Shehabi, A., et al. 2024 United States Data Center Energy Usage Report. 
Lawrence Berkeley National Laboratory, Berkeley, California. LBNL-2001637
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AI data centers are siting in more remote 
locations

8

Source: Datacenters.com; S&P Global Market Intelligence 
451 Research; McKinsey Data Center Demand model

• Higher shares of AI training 
workloads enables siting in 
more remote locations 

• More remote siting enables 
greater ability to co-locate 
with on-site generation

• Remote siting may also 
enable greater ability to 
permit and operate backup 
generators
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Load growth is colliding with resource 
constraints

• Transformer order lead times have risen to 
2-5 years—up from less than one year in 
2020—while costs have surged by 80% 
(NIAC 2024)

• Lead times for high-voltage circuit breakers 
reached 151 weeks in late 2023, marking a 
130% year-over-year increase (Wood 
Mackenzie 2024)

• Interconnection wait times have grown 
significantly, with some utilities reporting 
delays up to 7 to 10 years (Li et al. 2024; 
Saul 2024; WECC 2024)

9

Credit: 
IEEE
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Bridging the supply-side gap

10

Source: Sam Newell, Brattle, June 2025
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Headroom exists outside extreme peak hours

11

• The load duration curve 
illustrates system 
utilization by ranking 
demand from highest to 
lowest over a given 
period

• More than 10% of the 
system is built to serve 
35 hours/year of 
extreme peak load 
(avg.)

Load Duration Curve for US RTO/ISOs, 2016–2024

98% of the time, >10% of the power system is 
unused

95% of the time, >20% of the power system is 
unused

80% of the time, >33% of the power system is 
unused
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US power systems operate at 53% avg. load 
factor

12

Load Factor by Balancing Authority and Season, 2016–2024• Load factor is the ratio of 
average demand to peak 
demand and is an 
indication of system 
utilization

• Aggregate load factors 
range between 43% to 
61%, with an average 
and median value of 53%

• Winter load factors were 
notably lower than 
summer (59% vs. 63% 
average)
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US NGCC fleet operates at <60% capacity factor

13

Capacity Factor of US NGCC Power Plant Fleet (Annualized)• NGCC plants run well 
below full potential, with 
a fleetwide capacity 
factor of 57% in 2022 – 
despite being among the 
most efficient thermal 
resources

• Even the most efficient 
NGCC units are 
underutilized – new 
plants average 64% 
utilization despite 
cutting-edge turbines and 
low marginal costs

Source: EIA Form EIA-860M, Monthly Electric Power Industry Report
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Implications for system planning and 
interconnection

14

Less 
Flexible

More 
Flexible

Inflexible Loads

•More burden on system 
peaks

•More likely to trigger need 
for additional generation 
and transmission capacity

•More likely to require longer 
interconnection

Flexible Loads

•Less burden on system 
peaks

•Less likely to trigger need 
for additional generation 
and transmission capacity

•Potential for accelerated 
grid interconnection

New Load



                   Duke University Nicholas School and Nicholas Institute     |     August 2025

Types of load flexibility

Reduced operations
Planning for reduced workload during defined periods

15

On-site power and storage
Utilizing co-located storage, renewables, or other generators

Temporal flexibility
Scheduling computational loads before or after periods of high system 
stress

Spatial flexibility
Distributing workloads across one or multiple data centers in different 
geographic locations
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Data center uptime: perception vs. reality

• Duke Energy, 2024 testimony to NC Utilities Commission:
• "[Data centers] are operating  at a consistent load factor 365 days a 

year, seven days a week, 24 hours.” 
• Energy Futures Group, 2025: 

• “A large load data center, since it is constantly active, will have a high load 
factor of 90-100%.”

• Resources for the Future, 2024:
• “It's important to note that these data centers have a very high load factor. 

Basically, they run very consistently. Let's say it has a 90 percent load 
factor.

• ARES Wealth Management Solutions, 2024:
• “Data center capacity calculated assuming a 90% load factor”

16

https://www.newsobserver.com/news/business/article300346949.html
https://energyfuturesgroup.com/wp-content/uploads/2025/01/Review-of-Large-Load-Tariffs-to-Identify-Safeguards-and-Protections-for-Existing-Ratepayers-Report-Final.pdf
https://www.resources.org/resources-radio/how-surging-demand-is-shaping-the-us-power-sector-with-brad-harris/
https://www.areswms.com/accessares/fast-take/convergence-ai-renewable-energy-and-digital-infrastructure
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Data center uptime: perception vs. reality
• Load factor ≠ Utilization rate

• If a customer’s peak load is only 85% of its rated capacity, and its load factor is 
90%, its capacity utilization rate is 77%

• Load factor ≠ Server uptime
• Load factors for servers get conflated with load factors or even utilization rates

• Server uptime ≠ “Five Nines”
• Servers operate far below 99.999% utilization, which is a customer-facing uptime 

guarantee
• Variance in non-IT load is not well understood

• Constant, high server utilization leaves significant room for seasonal load 
variability

• Data is very limited
• “The lack of primary performance and utilization data indicates that much greater 

transparency is needed around data centers. Very few companies report actual 
data center electricity use and virtually none report it in context of IT characteristics 
such as compute capacities, average system configurations, and workload types.” 

–LBNL, 2024 U.S. Data Center Energy Usage Report, Dec. 2024. 
17



                   Duke University Nicholas School and Nicholas Institute     |     August 2025

Terminology

18

Term Definition Formula Typical Use
Load Factor Avg vs. peak actual load Avg load ÷ peak load Load forecasting

Nameplate capacity Max rated grid power draw (i.e. 
interconnect limit)

Based on electrical gear 
ratings

Interconnection agreement, System 
planning, Utility equipment sizing

Utilization Rate Avg load vs. nameplate capacity 
(“capacity utilization rate”)

Avg load ÷ nameplate Load forecasting, System planning

Power Systems 
Planning

Term Definition Formula Typical Use
Load Factor Equivalent to Power Systems; Potential distinction between full facility vs. server load factor

Nameplate capacity Max internal load supported by 
UPS/gens

UPS + generator stack 
(max design load)

Facility design/eng and redundancy (2N); 
often oversized for expansion

Power Usage 
Effectiveness (PUE)

Total facility energy vs. IT energy Total Energy / IT Energy Energy efficiency benchmark (1.1 - 1.5 
typical)

Utilization Rate Server workload vs. max compute 
capacity (“compute utilization”)

Actual server load ÷ max 
server capacity

IT resource efficiency

Infrastructure Usage 
Effectiveness (IUE)

Ratio of actual facility power usage 
to max facility capacity

Avg Total Facility Power ÷ 
Max Facility Power

Measure of how effectively infra is utilized

Data Centers / 
Compute
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Data center uptime: perception vs. reality

Source Figure Paper

Shehabi et al. 
2025 (LBNL)

50% 2024 United States Data Center 
Energy Usage Report

Guidi et al. 2024 75% Environmental Burden of 
United States Data Centers 
in the Artificial Intelligence 
Era

Patel et al. 2024 
(SemiAnalysis)

80% AI Datacenter Energy Dilemma 
– Race for AI Datacenter Space

Knittel et al. 
2025 (MIT)

80% Flexible Data Centers and the 
Grid: Lower Costs, Higher 
Emissions?

Netherlands 
Central Bureau 
of Statistics

“Unknown” Cited in How Data Centers 
Have Come to Matter

19

Question: When an electric utility cites X gigawatts of AI data center load requests, how much 
utilization should regulators anticipate?   

Figure Source: Shehabi, A., et al. 2024 United States Data Center Energy Usage Report. 
Lawrence Berkeley National Laboratory, Berkeley, California. LBNL-2001637

https://eta-publications.lbl.gov/sites/default/files/2024-12/lbnl-2024-united-states-data-center-energy-usage-report.pdf
https://eta-publications.lbl.gov/sites/default/files/2024-12/lbnl-2024-united-states-data-center-energy-usage-report.pdf
https://arxiv.org/html/2411.09786v1
https://arxiv.org/html/2411.09786v1
https://arxiv.org/html/2411.09786v1
https://arxiv.org/html/2411.09786v1
https://semianalysis.com/2024/03/13/ai-datacenter-energy-dilemma-race/
https://semianalysis.com/2024/03/13/ai-datacenter-energy-dilemma-race/
https://www.nber.org/system/files/working_papers/w34065/w34065.pdf
https://www.nber.org/system/files/working_papers/w34065/w34065.pdf
https://www.nber.org/system/files/working_papers/w34065/w34065.pdf
https://onlinelibrary.wiley.com/doi/pdf/10.1111/1468-2427.13316
https://onlinelibrary.wiley.com/doi/pdf/10.1111/1468-2427.13316
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Potential values of flexibility
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Faster
Time-to-Power

• Dominion Energy: 7+ 
year wait time

• Centerpoint Energy: 
700% increase in data 
center queue

• APS, ERCOT, others 
developing priority 
interconnection for 
flexible loads

Increased
Interconnection

Capacity

• Utilities and txm service 
providers limit load 
capacity based on 
worst-case load study 
results

• Flexible loads can be 
interconnected at higher 
capacities 

Mandate 
Compliance

• Grid reliability and 
price affordability are 
suffering around the 
country.

• Demand response 
mandates are coming: 
e.g., legislation already 
proposed in TX, VA.

Flexibility
Revenues

• As peak demand 
soars, regional power 
systems are looking for 
shock absorbers.

• Rising flexibility 
revenues in 2025 could 
become material.

1 2 3 4



Analysis
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Method: Identify Seasonal Peak Thresholds

22

Daily and Seasonal Maximum Demand in PJM (2016-2024), MW• Balancing authorities 
develop resource 
expansion plans to 
support different peak 
loads in winter and 
summer

• To account for variation, 
we identified the max 
winter and summer peak 
observed for each 
balancing authority

• These thresholds serve 
as the upper limits for 
system demand during 
their respective seasons
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Method: Calculate Load Additions for Curtailment 
Limits

23

Illustrative Load Curtailment in PJM (Jan. 14–21, 2024)• New, constant load was 
added in all hours

• Curtailment was 
calculated as the 
difference between the 
new load and the 
seasonal peak threshold 
in each hour, summed 
across all hours in a year

• The curtailment rate for 
each load increment was 
defined as the total 
annual curtailed MWh 
divided by the new load’s 
max potential annual 
consumption
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Results: Curtailment-Enabled Headroom
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Headroom Enabled by 0.5% Load Curtailment by Balancing Authority, 
GW 

• Headroom across the 22 
analyzed balancing 
authorities is between 76 
to 215 GW, depending 
on the applicable load 
curtailment limit

• 76 GW of headroom is 
available at an expected 
load curtailment rate of 
0.25%

• This headroom 
increases to 98 GW at 
0.5% curtailment, 126 
GW at 1.0%, and 215 
GW at 5.0% curtailment
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Results: Curtailment-Enabled Headroom
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Curtailment Rate vs. Load Addition, MW – NYISO• To visualize the 
relationship between load 
additions and curtailment, 
curtailment was calculated 
for small incremental load 
additions

• This plot captures 
year-by-year variability in 
demand patterns, including 
the effects of extreme 
weather and economic 
conditions

• A similar plot is presented 
for each balancing 
authority in Appendix A of 
the report
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Results: Annual Hours of Curtailment
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Hours per Year of Curtailment by Load Curtailment Limit (Avg.)
• A large majority of 

curtailment hours retain 
most of the new load

• 88% of hours during 
which load curtailment is 
required retain at least 
half of the new load

• 60% of the hours retain at 
least 75% of the load, and 
29% retain at least 90% 
of the load
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IEA Finds Similar Headroom for US, EU, China

27

Data Center Capacity Additions to 2035 with Flexibility (IEA 2025)

Source: IEA (2025), Energy and AI, IEA, Paris https://www.iea.org/reports/energy-and-ai, Licence: CC 
BY 4.0

• IEA 2025: “if data centres 
are flexible for 0.1-1% of 
the time, there is enough 
room in current electricity 
systems to integrate all 
new data centre 
capacities to 2035.”

• Note: subject to 
confirmation, the 
difference in IEA’s US 
results are likely due to 
using aggregate national 
demand figures, rather 
than BA-specific figures
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• Model: GRACE EMS (DukeU)

• Balancing Authorities: Duke Energy Carolinas 
(DEC) and Duke Energy Progress (DEP)

• Combined System Peak: 37.4 GW (Feb. 2025 
record)

• Load and Weather Year: 2022

• Resolution: Hourly

• Scenarios:
1. Existing load (2022)

2. 4,100 MW new load

3. 8,000 MW new load 

Preliminary results for illustrative purposes only - Not for citation

Illustrative Simulation of Load Additions – 
DEC/DEP
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Illustrative Simulation of Load Additions – 
DEC/DEP

29

• Assumptions: 
• Addition of a constant 4,100 MW and 8,000 MW 

new load distributed across DEC/DEP

• Findings:
• 4,100 MW: negligible curtailment
• 8,000 MW: 0.3% of annual energy curtailment

• Next steps:
• Incorporate historical generator deratings for

more accurate curtailment ratios
• Identify “hot-spots” or locations with high/low

curtailment, by incorporating network constraints

Preliminary results for illustrative purposes only - Not for citation



                   Duke University Nicholas School and Nicholas Institute     |     August 2025 30

Baseline (2022 historical 
demand)

4,100 MW additions 8,000 MW additions

Illustrative Simulation of Load Additions – 
DEC/DEP
Preliminary results for illustrative purposes only - Not for citation



Recent developments
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Recent developments

�NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment
• Texas Senate Bill 6 
• SPP initiative
• PJM colocation docket
• Google flexibility contracts

32

Over 2,000 MW of large demand 
facilities are expected to be 
served in New York within the next 
decade. Approximately 1,200 MW 
of these large loads are 
cryptocurrency mining and 
hydrogen production facilities, and 
the RNA base case assumes 
these loads would be flexible 
during peak conditions to reflect 
their characteristics…”
Source: NYISO Reliability Needs Assessment 2024

https://www.nyiso.com/documents/20142/2248793/2024-RNA-Report.pdf
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Recent developments

• NYISO flexible load forecast
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• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment
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• PJM colocation docket
• Google flexibility contracts
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“The Board of Public Utilities may 
approve utility rate filings that 
relax the requirements of this 
subsection if a large load data 
center commits to providing 
sufficient operational flexibility or 
commits to bringing additional 
sources of energy and capacity 
online to meet its load, such that 
these requirements are not 
necessary to protect ratepayers.”

Source: New Jersey A5462, 
https://legiscan.com/NJ/text/A5462/2024
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
�MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment
• Texas Senate Bill 6 
• SPP initiative
• PJM colocation docket
• Google flexibility contracts
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“Each electric company shall offer 
a comprehensive flexible 
interconnection program designed 
to enable the efficient connection 
of new customer loads and to 
maximize the deployment of 
distributed energy resources, 
while minimizing associated 
electric infrastructure costs.”

Source: MA Energy Affordability, 
Independence, and Innovation Act

https://www.mass.gov/info-details/the-energy-affordability-independence-and-innovation-act#bring-more-energy-into-massachusetts
https://www.mass.gov/info-details/the-energy-affordability-independence-and-innovation-act#bring-more-energy-into-massachusetts
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
�PA Office of Consumer Advocate
• Alberta - Beacon AI commitment
• Texas Senate Bill 6 
• SPP initiative
• PJM colocation docket
• Google flexibility contracts
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“… large load tariff provisions that 
enable interruptible load and 
backup generation is appropriate 
so long as ratepayers are 
protected from stranded costs. 
Flexibility, optionality, and other 
creative methods to reduce costs 
and timelines should be… codified 
in the proposed model large load 
tariff so that they are transparent 
and documented.”

Source: https://www.puc.pa.gov/pcdocs/1875752.pdf
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
�Alberta - Beacon AI commitment (next slide)
• Texas Senate Bill 6 
• SPP initiative
• PJM colocation docket
• Google flexibility contracts

36
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Beacon AI commitment

“What we committed to with [Alberta Electric System Operator] is that… 
if we need to pull 400 MW off the grid because of peak usage… we can 
start the backup generators up and run it for 24 hours until the peak 
goes down. We'd be happy to do that.

The second thing is once we get to doing our own self-generation, we'll 
actually be helping contribute back to the grid, because if we're not 
using it at that moment, then the grid can have it. 

We hope that that helps at least, not shelve, but at least address some 
of the concern around peak load usage because it's a legitimate thing. 
Not only Beacon, any data center operator, the last position they can be 
in is that they caused the brownout or some type of over usage on the 
grid.”

 – Josh Schertzer, CEO, Beacon AI, June 2025 (source)
37

https://www.arcenergyinstitute.com/inside-the-coming-power-surge-beacon-ai-centers-bet-on-alberta/
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment 
�Texas Senate Bill 6 (next slide)
• SPP initiative
• PJM colocation docket
• Google flexibility contracts
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Recent developments
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“After the independent 
organization deploys all available 
market services, except for 
frequency responsive services, 
the independent organization may 
direct the applicable electric utility 
or municipally owned utility to 
require the large load customer 
to either deploy the customer’s 
on-site backup generating 
facilities or curtail load.”

Source: TX Senate Bill 6

https://capitol.texas.gov/tlodocs/89R/billtext/pdf/SB00006F.pdf
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment 
• Texas Senate Bill 6
�SPP initiative (next slide)
• PJM colocation docket
• Google flexibility contracts

40



                   Duke University Nicholas School and Nicholas Institute     |     August 2025

Recent developments

41

Source: TX Senate Bill 6

CHILL = Conditional High Impact Large Load
HILLGA = High Impact Large Load Generation Assessment

https://capitol.texas.gov/tlodocs/89R/billtext/pdf/SB00006F.pdf


                   Duke University Nicholas School and Nicholas Institute     |     August 2025

Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment 
• Texas Senate Bill 6
• SPP initiative
�PJM colocation docket
• Google flexibility contracts
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Enabling non-firm loads - PJM colocation 
docket

43

Tier Shorthand Description Network Load? Generator 
retains CIRs?

PJM duty 
to serve Load billing

1 Classic Firm Separate POI, traditional NITS Yes – separate interconnection Yes (full) Full obligation NITS, energy, ancillary, capacity on 
full load

2 Shared-POI 
Firm Same POI but separate meters Yes Yes (full) Full obligation Same as Tier 1

3 Net-BTM Behind-the-Meter Generation 
(BTMG) netting Yes, but only net of on-site gen

No (only net 
injections get 
CIRs)

Full obligation on 
net withdrawal

NITS/energy/ancillary/capacity on 
net withdrawal

4 Island-Only “Fully isolated” load behind gen, no 
grid back-up

No (unless customer elects & state 
law allows)

Only for output 
above load

None (unless load 
opts into NITS)

New rate design needed for 
ancillary support; otherwise no 
NITS/capacity charges

5 Island + 
Standby

Same as Tier 4 but with 
PJM-approved back-up service

No (becomes network only during 
PJM-approved intervals) Same as Tier 4 Only when PJM 

authorizes back-up
Similar to Tier 4; ancillary still 
charged

6 BYOG Firm
“Bring-Your-Own-Generation” 
(BYOG) – load is Network and 
adds new gen

Yes Yes (new or 
repowered gen) Full obligation Standard 

NITS/energy/ancillary/capacity

7 Curtailable 
Firm-Lite

Non-capacity-backed interruptible 
service (transitional)

Yes (but commits to curtail before 
emergencies) Yes Reduced priority; 

curtailable
Pays capacity only on 
non-interruptible portion

8 Self-Curtail 
DR

Network load that enrolls as Demand 
Response Yes Yes Full obligation (but 

may curtail via DR)
Standard charges; DR revenues 
offset

PJM’s proposed transmission service tiers (#1-3 pre-existing, #4-8 new) - Docket EL25-49
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Enabling non-firm loads - PJM colocation docket

“According to the Indicated Transmission Owners, however, all new 
load should be required to take front-of-the-meter service and become 
a [Network] customer paying for service based on gross load… 

It is no surprise that they want to foreclose customers from any other 
option: large new [Network] customers mean extensive system 
upgrades, which the transmission owners get to build and add to their 
rate base. 

Having this be the only option in PJM is unjust and unreasonable: 
it results in years of delay in connecting new load, induces 
massive and unnecessary overbuild of the system, imposes 
substantial additional costs on existing customers who are already 
struggling to pay their bills, and fails to send efficient signals about 
where load should be sited.”

–Constellation Energy, 4/23/25, PJM Colocation Docket #EL25-49 44
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Recent developments

• NYISO flexible load forecast
• New Jersey legislation
• MA Governor’s legislation 
• PA Office of Consumer Advocate
• Alberta - Beacon AI commitment 
• Texas Senate Bill 6
• SPP initiative
• PJM colocation docket
�Google flexibility contracts
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Google announces new flexibility contracts

Why it matters:
• First-of-its-kind US 
agreements

• From operational flexibility to 
planning flexibility

• Inclusion of machine learning 
workloads

• Definitive, long-term contracts

• Time-bound flexibility
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